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ABSTRACT

The qualified Earth Observation (EO) images sometimes may present unexpected artifacts. These perturbations and distortions can make more difficult the analysis of images and may decrease the efficiency of interpretation algorithms because the information is distorted. Thus is necessary to implement methods able to detect these artifacts regardless of the model which are formed, i.e. parameter free. In this article, we propose and present a method based on data compression, whether lossy compression or lossless compression for detecting aliasing, strips, saturation, etc.

1. INTRODUCTION

The qualified EO images, sometimes may present unexpected artifacts, distortions or artificial structures which can be produced by the instrument itself or due to pre-processing. These perturbations may come from miss adaptation of the sensor resolution for the scene detected, thus aliasing may occur, artifacts due to eventual compression of the EO product, potential saturation of the sensor for particular image geometry, accidental image stripes or bands, etc. These perturbations and distortions can make more difficult the analysis of images and may decrease the efficiency of interpretation algorithms because the information is distorted. The artifacts produce very small variations in gray level.

The growing volume of data provided by different sources of images requires the use of tools to perform analysis automatically, such as similarity detection, classification, pattern recognition, etc. Fig 1 shows some examples of artifacts, in (a) and (b) we can see a change of texture; (c) and (d) show the existence of horizontal lines which can be detected as bridges; (e) shows the saturation and (f) shows the blocking. All these processes may be affected if the image has artifacts, these artifacts may interfere with the recognition of a texture or the quantification of features. The nature of some of these artifacts is unknown and varied, these artifacts doesn’t have the same models, that is why it is necessary to implement methods able to detect these artifacts regardless of the model which are formed, i.e. parameter free.

In the process of elaborating the standard product of a satellite image, there is a process of correction of artifacts as presented by Hyung-Sup in [1] which is an algorithm for the restoration of defectives lines; however some artifacts may be remaining after this process.
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Fig. 1 Some Examples of Artifacts: (a) and (b) Shows a change of texture by aliasing. (c) Shows a sea picture where there a bridge. (d) Shows the existence of horizontal lines and these lines could be detected as bridges by an algorithm for indexing. (e) Shows saturation of the sensor. (f) Shows the blocking in the picture.

The work presented in this paper is the continuation of the work by A. Mallet in [2] and [3]. In this article, we propose the use of compression techniques, lossless and lossy compression, such as parameter-free method for the artifacts detection like aliasing, strips, saturation, etc. Using these compression techniques the aim is to evaluate the level of regularity or irregularity that may have an artifact.

In this article we propose two methods: The first method uses Lossy Compression to calculate the Rate-Distortion Function. The Rate-Distortion analysis allows us to evaluate how much the data was distorted, we further develop and asses the method in [3] based on the analysis of the lossy compression error for variable compression factor. The error behavior of the sectors with artifacts is different from the sectors that do not contain artifacts. Second method uses the Lossless Compression to calculate Normalized Compression Distance (NCD), the NCD is a method proposed by M- Li in [4] to determine the similarity between two files using a distance measure based on Kolmogorov complexity.

The paper is structured as follow. Section II presents an overview on the theory on which these methods are based. Section III shows practical applications in artifacts detection in optical images. Finally section IV reports our conclusions.

2. THEORETICAL BACKGROUND

2.1 Rate – Distortion Function

The Rate-Distortion (RD) Function is given by the minimum value of mutual information between source and receiver under some distortion restrictions.
\[ R(D) = \min_{Q \in Q_0} I(p, Q) \]

Where:

\[ I(p, Q) \] is the Mutual Information between \( p \) and \( Q \).

The RD function shows the compression error given for different compression factor.

The RD function depends on the visual complexity, for example plotting Experimental RD Curve, we can do an analysis of the image, for example Fig. 2 shows two images in (a) shows an image that has a lot of detail because it contains hills, houses, trees, cars, people, etc; while in (b) we have a picture without much detail that the background appears to be constant and the color of the dogs too. This analysis is reflected in the experimental RD curve shown in Fig. 3 in which we can see that the curve of the image (a) which is the blue line is above to the curve of the image (b) which is the green. Can be considered that the artifacts increase the complexity in the image, for example we can do the same experiment to see the change in the experimental RD curve of any image and the same image but with synthetic lines added, in Fig. 4 (a) shows the normal Cusco city image and Fig. 4 (b) shows the Cusco city image but with some defective lines. We can observe in Fig. 5 the experimental RD curves for each image, blue for (a) and green for (b), we can see that the curve of the image with defective lines is above to the curve of the normal image, this is because the defects cause that the image is more irregular. To calculate RD Function, is used Baseline-JPEG as a lossy compressor.

Fig. 2: (a) Cusco City is an image with a lot of detail; it contains hills, houses, trees, cars, people, etc. (b) Puppies is an image with a background almost constant, this image is less complex than image (a).

Fig. 3 Experimental Rate-Distortion Curve: blue for Fig. 2 (a) and green for Fig. 2 (b), the experimental RD curve for the complex image (a) is above than the experimental RD curve for image (b).
Fig. 4: (a) Cusco City is an image normal. (b) Is the same image (a) but with defectives lines artificially introduced to analyze its influence to the calculation of experimental RD curve.

Fig. 5 Experimental Rate-Distortion Curve: blue for Fig. 4 (a) and green for Fig. 4 (b), the experimental RD curve of normal image is below than the experimental RD curve of image with defectives lines.

2.2 Normalized Compression Distance (NCD)

The Kolmogorov Complexity $K(x)$ of an object $x$ is the minimum amount of computational resources ($q$) needed to represent $x$. The Kolmogorov Complexity is defined by:

$$K(x) = \min_{q \in Q_x} |q|$$

Where:

- $Q_x$ is the set of instantaneous codes that give as output $x$.

There is a dependency of the size and descriptive language, but it is not very worrying as it is reduced to some constant, i.e., given two languages $L_1$ and $L_2$, and any string of symbols $x$, $|K_{L_1}(x) - K_{L_2}(x)| < k$. For move from a description in $L_1$ to another in $L_2$ is a program interpreter of $L_1$ in $L_2$ writing. The interpreter may be more or less long, but it's fixed, so that its size is a constant.

Within the Information Theory we can say that the Kolmogorov complexity or algorithmic complexity is the amount of information needed to recover $x$. It is important to note that $K(x)$ is a non-calculable function. The conditional complexity $K(x, y)$ of $x$ related to $y$ is defined as the length of the shortest program with which we can obtain an output $x$ from $y$. An important application of this notion is to estimate the shared information between two objects: The Normalized Information Distance (NID) [1]. The NID is proportional to the length of the shortest program that can calculate $x$ given $y$. The distance calculated from these considerations is then normalized as follows:
(1) \[ \text{NID}(x, y) = \frac{K(x, y) - \min \{K(x), K(y)\}}{\max \{K(x), K(y)\}} \]

The NID result is a positive value \( r \) in the range of: \( 0 \leq r \leq 1 \), with \( r = 0 \) if the objects are identical and \( r = 1 \) is the maximum distance between them.

The compressibility is a term that derives from having a small program \( P \) that describes a string \( x \). Therefore, if \( K(x) < |x| \) we say that \( x \) is compressible.

The Normalized Compression Distance \( NCD \) has a definition as follows: Since the Kolmogorov Complexity \( K(x) \) is a non-computable function, an approximation is defined by Li in [1] considering \( K(x) \) as the compressed version of \( x \), and a lower limit of what can be achieved with the compressor \( C \).

Previous research [1, 2] use the Kolmogorov Complexity for define the Normalized information Distance \( NID \) and from there derive the Normalized Compression Distance. It is to approximate \( K(x) \) with \( C(x) = K(x) + k \), the length of the compressed version of \( x \) obtained by a lossless compressor \( C \) plus an unknown constant \( k \): the presence of \( k \) is necessary because it is not possible to estimate how close of \( K(x) \) is this approach. To clarify this concept, we take two strings \( b y p \) have the same length \( n \), where the first is a random output of a Bernoulli process and the second represents the first \( n \) digits of \( \pi \). The quantity \( K(p) \) would be smaller than \( K(b) \) because there is a program of length \( K(p) \ll n \) which output is the number \( \pi \), while a program that has as output a random sequence of bits would have a close to \( n \) length, is so \( K(p) \ll K(b) \). Thus, the equation (1) could be estimated by the Normalized Compression Distance (NCD) as shown in equation (2):

\[ \text{NCD} (x, y) = \frac{C(x, y) - \min \{C(x), C(y)\}}{\max \{C(x), C(y)\}} \]

Where:

\( C(x, y) \) represents the size of compressed file obtained by the concatenation of \( x \) and \( y \).

The NCD can be calculated explicitly between two strings or two files \( x \) and \( y \), and this represents how different are these files, facilitating the use of this result into various applications with different data into a parameter-free approach [2, 5] and classify them by unsupervised methods [6]. The NCD is a positive result \( 0 \leq \text{NCD} \leq 1+e \), with \( e \) as a representation of imperfections of the compression algorithms. It is necessary to remark that the \( K(x) \) approximation with \( C(x) \) depends on the data with which to work, knowing that common compressors are built based on different hypotheses, some are more efficient than others with a specific type of data. In this article we using a JPEG-LS compressor because the JPEG is a compressor oriented to images, then its performance is higher compared to a general purpose compressor [7].

3. EXPERIMENTS AND RESULTS

3.1 Artifacts Detection Using Rate – Distortion Analysis

For the artifacts detection, we propose to use the RD function obtained by compression of the image with different compression factors and examine how an artifact can have a high degree of regularity or irregularity for compression. The RD Analysis is done as the blocks diagram shown in Fig. 6, first we take the image under test, we compress the image with different compression factors, then decompress the image and calculate the error for each compression factor, based on the errors we make a features vector and then apply classification methods.
Fig. 6 Block Diagram for Rate-Distortion Analysis: we take the image under test, we compress the image with different compression factors, then decompress the image and calculate the error for each compression factor, based on the errors we make a features vector and then apply classification methods.

A) Case Study 1 – Validation with Synthetic Data: For doing this experiment, we use artificial artifacts in images, so we have simulated the aliasing artifact. For simulating aliasing in an image, it is necessary a downsampling process of the image, while we do the downsampling, aliasing occurs and to avoid aliasing, it is necessary a low pass filter before downsampling process; taking these considerations, the simulation of aliasing used for this experiment was done following scheme of Fig. 7.

Fig. 7 Aliasing Process Simulation, first we make a downsampling process of the image, while we do the downsampling, aliasing occurs and to avoid aliasing, it is necessary a low pass filter before downsampling process.

After applying the methodology presented to the image with aliasing, the results for the aliasing detection is shown in Fig. 8, where we can clearly see the areas that contain the aliasing.

(a) Image with Aliasing  
(b) Aliasing Detection

Fig. 8: (a) Shows a satellite image with artificial aliasing. (b) Shows the aliasing detection using RD analysis.
B) Case Study 2 – Validation with Actual Data: Another result of artifacts with RD, it is the Dropout detection shown in Fig. 9. In this case it is a SPOT image containing actual artifacts, the detection is done correctly.

![Fig. 9 Dropout (SPOT).](image)
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3.2 Artifacts Detection Using Normalized Compression Distance (NCD)

For this methodology, we take the satellite image and divide it into patches of 64x64 pixels, with these patches we calculate the distance matrix between them using NCD and finally we applied a hierarchical classification method to cluster and identify the patches with artifacts. This process can be seen in Fig. 10.

![Fig. 10 Experiment Process:](image)

In this part we will use two datasets, a dataset of satellite images with artificial artifacts introduced manually; and another dataset of satellite images with real artifacts introduced by the sensor itself.

A) Case Study 1 – Validation with Synthetic Data: For the images with artificial artifacts, we introduce two types of artifacts with different intensities in such a way to study their behavior; these artifacts introduced manually can be seen in Fig. 11, in the first instance we introduce strips with different levels of intensity, which is done is to increase the grayscale value of the satellite image in the desired positions. For the aliasing simulation, we also use different values of down sampling. The introduction of artificial artifacts is made with different intensities to assess the sensitivity of the detection method.
Fig. 11 Artifacts Simulation with Various Intensities: the first artifacts are the strips with different levels of intensity, which is done is to increase the grayscale value of the satellite image in the desired positions. The second artifact is aliasing simulation; we also use different values of down sampling.

Then, we have a database with different types of artifacts with different intensities and in different environments such as: city, forest and sea; as shown in the following images:

Fig. 12 Satellite image database for our experiment with different types of artifacts such as strips and aliasing, with different intensities and in different environments such as city, forest and sea.

After making de division of the image into patches of 64x64 pixels as explained in the procedure as shown in Fig. 13, we apply a hierarchical classification method whose results are shown in Fig. 14. The Dendrogram is a type of graphical representation of data as a tree that organizes the data into subcategories that are dividing in others to reach the level of detail desired, this type of representation allows appreciating clearly the relationship between data classes. To plot the dendrogram we use the Euclidean Distance method.
To evaluate the proposed method, we made a study of detection sensitivity with different levels of intensity of the artifact, so also this study has been done in different environments such as: sea, forest and city. So our database contains images of different environments with different types of artifacts at different levels of intensity.

Fig. 14 Hierarchical Classification of the Patches: we can see two cluster, red cluster for patches with artifacts, and cyan cluster for patches without artifacts.
Finally, after applying the method to our database, the results expressed as percentage of success are:

<table>
<thead>
<tr>
<th>Kind of Artifact</th>
<th>SEA</th>
<th>NCD - jpeg</th>
<th>NCD CompLear - zip</th>
<th>Rate-Distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strips</td>
<td>k = 1</td>
<td>64.00%</td>
<td>48.45%</td>
<td>64.00%</td>
</tr>
<tr>
<td></td>
<td>k = 3</td>
<td>55.00%</td>
<td>39.60%</td>
<td>64.00%</td>
</tr>
<tr>
<td></td>
<td>k = 6</td>
<td>50.00%</td>
<td>39.60%</td>
<td>64.00%</td>
</tr>
<tr>
<td></td>
<td>k = 9</td>
<td>50.00%</td>
<td>39.60%</td>
<td>64.00%</td>
</tr>
<tr>
<td></td>
<td>k = 10</td>
<td>50.00%</td>
<td>39.60%</td>
<td>64.00%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kind of Artifact</th>
<th>FORREST</th>
<th>NCD - jpeg</th>
<th>NCD CompLear - zip</th>
<th>Rate-Distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strips</td>
<td>k = 2</td>
<td>39.00%</td>
<td>59.00%</td>
<td>39.00%</td>
</tr>
<tr>
<td></td>
<td>k = 6</td>
<td>48.88%</td>
<td>59.00%</td>
<td>48.88%</td>
</tr>
<tr>
<td></td>
<td>k = 10</td>
<td>51.82%</td>
<td>59.00%</td>
<td>51.82%</td>
</tr>
<tr>
<td></td>
<td>k = 20</td>
<td>50.00%</td>
<td>59.00%</td>
<td>50.00%</td>
</tr>
<tr>
<td></td>
<td>k = 5</td>
<td>46.24%</td>
<td>59.00%</td>
<td>46.24%</td>
</tr>
<tr>
<td></td>
<td>k = 7</td>
<td>50.00%</td>
<td>59.00%</td>
<td>50.00%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kind of Artifact</th>
<th>CITY</th>
<th>NCD - jpeg</th>
<th>NCD CompLear - zip</th>
<th>Rate-Distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strips</td>
<td>k = 1</td>
<td>55.13%</td>
<td>51.13%</td>
<td>55.13%</td>
</tr>
<tr>
<td></td>
<td>k = 10</td>
<td>51.13%</td>
<td>51.13%</td>
<td>51.13%</td>
</tr>
<tr>
<td></td>
<td>k = 20</td>
<td>51.13%</td>
<td>51.13%</td>
<td>51.13%</td>
</tr>
<tr>
<td></td>
<td>k = 3</td>
<td>54.24%</td>
<td>51.13%</td>
<td>54.24%</td>
</tr>
<tr>
<td></td>
<td>k = 5</td>
<td>50.00%</td>
<td>51.13%</td>
<td>50.00%</td>
</tr>
<tr>
<td></td>
<td>k = 7</td>
<td>50.00%</td>
<td>51.13%</td>
<td>50.00%</td>
</tr>
</tbody>
</table>

In the table above, we can see the results for the different environment: sea, forest and city, with the strips and the aliasing artifacts in different intensities. The NCD calculation was made using different compressors as JPEG and zip. The intensity of the strips for detection is lower in the sea. The better detection of aliasing occurs in the city because the bandwidth is wider.

**B) Case Study 2 – Validation with Actual Data:** For images with real artifacts, we take images acquired by the ROSIS sensor provided by the German Aerospace Center (DLR); these data are hyperspectral images of 7946x512 pixels, 16 bits and 115 bands. We work with subscene of 512x512 pixels as the example in Fig. 15. First thing, we make a manual analysis to determine the location of artifacts, thus we detect strips in the last two bits as shown in Fig. 16.

**Fig. 15 Examples of 512x512 subscenes with real artifacts, the image is acquired by ROSIS sensor provided by German Aerospace Center (DLR).**
After applying the proposed method, the results are not encouraging and are shown in the following table:

<table>
<thead>
<tr>
<th>CITY</th>
<th>NCD jpeg</th>
<th>NCD CompLearn - zip</th>
<th>Rate-Distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kind of Artifact</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strips</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FOREST</th>
<th>NCD jpeg</th>
<th>NCD CompLearn - zip</th>
<th>Rate-Distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kind of Artifact</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strips</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FIELD</th>
<th>NCD jpeg</th>
<th>NCD CompLearn - zip</th>
<th>Rate-Distortion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kind of Artifact</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strips 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strips 2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These bad results may be because the strips are presented in the last bits are indexed not detected.

Given these results, the next experiment is to take directly the binary image containing strips, divided it into 64x64 patches as shown in Fig. 17 and each patches convert to a text string with values of 0s and 1s, then calculate the Normalized Compression Distance with these strings and finally apply the hierarchical classification. For make the conversion to text string, we have two possibilities, a horizontal scanning or vertical scanning as shown in Fig. 18. As each patch has 64x64 pixels and to form the text string we order either row or column after another, then finally each text string will be formed by 4096 values.

---

**Fig. 16** Bit by Bit Analysis for Strips Detection in the ROSIS Image: we can see the strips in the last bits.

**Fig. 17** Separate binary image in patches of 64x64 pixels for calculate the distance matrix between patches.

**Fig. 18** Horizontal scanning and vertical scanning of patches.
Fig. 18 Formation of the text string based on binary images: we have two options for scanning process, horizontal scanning and vertical scanning. We form the text string order either row or column after another, then finally each text string will be formed by 4096 values.

The results after to apply the proposed approach is shown in the following table:

<table>
<thead>
<tr>
<th></th>
<th>Horizontal Scanning</th>
<th>Vertical Scanning</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCD for text</td>
<td>Total mixture</td>
<td>81.25%</td>
</tr>
</tbody>
</table>

The results for vertical scanning are much better because the strips have the same vertical orientation.

Finally we have developed a small tool to do an artifact detection process using the previously methods reported, the interface tool is shown in Fig. 19. This interface has the methods proposed, both, the calculation of NCD as also the use of Rate-Distortion function; in this interface it is possible to vary the size of patches.

Fig. 19 Tool for Artifacts Detection: With this interface we can apply the different methods proposed, both, the calculation of NCD as also use the Rate-Distortion analysis; in this interface it is possible to vary the size of patches.
4. CONCLUSIONS

The conclusions are in function of two datasets:

About the artificial artifacts

- We can appreciate that the strips have an acceptable possibility to be detected in a sea environment from an intensity of $k = 10$, however in the forest and the city environment with intensity $k = 30$.
- The aliasing can be detected in a city environment, but not at sea or in the forest, due to the city’s bandwidth is widest than the sea and forest.
- The detection of artifacts is done best way depending on the environment we are working, at sea and in the field is easier to detect the strips but not so the aliasing, while in the city and the forest is easier to detect aliasing.

About the real artifacts

- We can see that there aren’t good results and this may be because the strips are presented in the last bits and can not be detected.
- The acceptable results are found with scanning vertically, column by column as the strips also have the same orientation.
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